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CDF DAQ Overview
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L3 Subfarms

45000 MIPS total
<75 Hz output rate
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Overview: Event Builder and Level 3

Event Builder
[] purpose: assembles event fragments
at one location
[1 design: network topology is a star, based on
ATM switch
[ specifications: event rate =300Hz (up
to 1kHz), event size 200kB (up to 250kB)

Level 3
[ purpose: run filtering algorithm on
reconstructed events
[ design: PC farm
[ specifications: reduce event rate from
300 Hz(up to 1kHz) to 30Hz (up to 75Hz)
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Event Builder and Level 3 Architecture
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Integrated DAQ tests
Three-subdetector readout test:

L ong optical fibers

vrb

The test exercises the full chain of event flow and
demonstrates the full connectivity.
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Integrated DAQ tests, cont'd
Event Builder and Level 3 throughput test:
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EVB and Level 3 exceed 500Hz (250kB events) in
stable operation.

[1 comfortably exceed TDR specifications

Now aiming for 1kHz.
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Overview: Control and Monitoring System
Functions:

Difficulties:
Software:
C, C++ and Java
ROOT
ORACLE JDBC
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Control and Monitoring: Communications
CORBA-based
ILU

ORBacus

Publish-subscribe messaging systems
SmartSockets

Zephyr
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Event Builder Control and Monitoring
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VME CPUs are controlled by Event Builder Proxy

The Proxy:
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Level 3 Control and Monitoring
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[1 Central control executable runs on Level 3

Gateway computer

[1 Control framework is based on ROOT

[] Currently using scripts, Level 3 Proxy
and communication with top-level CDF Run
Control is under development

[1 CORBA IIOP communication with the Level 3
computers

[1 Relay mechanism is employed for interaction
with individual nodes
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L3 Control: ROOT script example

In this example, we configure and run Level 3

system consisting of 1 converter, 2 processor and

1 output node.

/'l Node objects

L3Converter cnv(‘ ‘b0l 3cO01"’
L3Processor pO5(‘* b0l 3005
L3Processor p06(*‘* b0l 3006""°
L3Qut put u0l(‘ ‘ b0l 3u0l1’’

N’ N’ N N

/| Processor node sets
L3Processor Set set 1;
set 1. AddNode( &p05) ;
set 1. AddNode( &p06) ;

[/ Subfarmdefinition
L3Subf arm subl( &cnv)
subl. AddSet ( &set 1)

[/ Add output nodes to subfarns
subl. Set Qut put Host (u0l1. Get Nane() ) ;
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L3 Control: ROOT script example cont’d

[/ Define Partition
L3Partition part;
part. Add( &subl);

[/ State Transitions for output nodes
uol.Initialize();

ull. Start();

u0l. Config();

uOl. Activate();

[/ State Transitions for partitions
part.Initialize();

part. Start();

part. Config();

part. Activate();

gSystem >SSl eep(60000); // one mnute

part. End();
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Level 3 Relay Mechanism

Oou

L3 Internal Network

External Network
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Level 3 Monitoring System
Objectives:

[ provides sufficient information on all
components of L3
[] has low impact on event flow
Monitored information:
[ Level 3 filter statistics (event count, Event
Buffer status, etc)
[1 Operating System information (process count,
load average, etc)
[1 Hardware (CPU temperature, voltages, etc)
Subsystems: Routine Monitoring and
Expert Monitoring
Implementation:
[] Singleton requests using Relay Mechanism
for Expert Monitoring
[] Periodic publishing using CORBA [IOP and
SmartSockets for Routine Monitoring
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Level 3 Routine Monitoring
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ORBacus Event Service SmartSockets

Status and statistics information is periodically
pushed to monitoring clients
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Summary

[] System architecture finalized, all major
hardware components are Installed and
tested

[1 Connectivity tests with other DAQ subsystems
are successful

[] Basic functionality of the Control and
Monitoring for Level 3 and Event Builder is
Implemented, based on:

[1 Control and Monitoring tested on medium-
size systems (30-40 nodes)

[1 EVB and Level 3 exceed TDR, further
Improvements in performance are envisioned.
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Glossary
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