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Abstract

The CDF experimentat the Tevatronis undegoinganextensie setof upgradeso its abil-
ities. Duringthecomingcolliderrun, CDFis expectedo triggerandrecordeventsfrom ppbar
collisionscorrespondingo instantaneoukiminositiesof 10°2cm~2sec™! with primarycol-
lisionsoccuringevery 132nsecandtypical eventsizesof 200Kbytes. Theimplementatiorof
adataacquisitionsystemcapableof efficiently recordingthis datais the mostcritical elemen-
t of the experimentaldesign. A presentatiorof the systempertainingto its developmental,
integration,andcommisioningstagess made.Detailsarediscussedvith regardsto the struc-
ture of the software usedin a systemwith widely dispersedorocessingnodes,messaging
technologiesanddesignsfor monitoringof the systemperformance.
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1 Introduction

The Collider Detectorat Fermilab(CDF) is undegoing an extensie upgradeof its capabilities
for operationsat the FermilabTevatronin 2001. The goalsof the experimentareto recorddata
from pp collisionsat+/s = 1.8 TeV for several years. Datais recordedirom a dozendifferent
detectorsystemdriggeredby a 2-level trigger systemandfiltered by software functioningasa
3rd trigger level. The basicconstructionof the detectorsystemcontinuesan evolution of the
detectorsince 1987. The tracking, calorimeter muon detection,and silicon vertexing systems
provide over 700,000channels.Datarecordsare expectedto be of order200 kBytes per event
takenatratesof 100Hz. ppbarcollisionswill take placeatratesof upto 1/132nsec.Thetrigger
systemis designedo efficiently determinewhich eventsshouldbe recordedwith a goal of no
dead-timeduringtheLevel 1 processingndlessthan5processingDatarecordedoy the detector
elementswill bedigitizedin VME cratesdistributedmostly closeto the detectoritself. The Data
Acquisition systemis responsibldor delivering the datato andthrougha large ATM switching
network andinto the farm of processor®peratingthe Level 3 filter software. EachVME crate
containsa processinginit (MotorolaMVME- 2603)anda collectionof PCBboardsdesignedand
constructedy collaboratoronthe experiment.

Theimplementatiorof the systemrepresentshe culminationof mary designdecisiongor
the developmentandintegrationaspect®f the projectaswell asfor thefinal project.

2 Development

The implementationof the systemrepresentshe culminationof mary designdecisionsfor the
developmentand integration aspectf the projectaswell asfor the final project. During the
developmentphase a software environmentis requiredthat cancontrol the operationof setsof
VME-basedboards.lt is highly desireablghatthe environmentbe usefulboth at remotesitesas



well asin the CDF experimentahall. Nearly every boardis requiredto functionin a cooperatre
fashionwith otherindependentiydesignedsystemsso that someuniformity of software controls
is desireable Finally, it wasconsideredeneficialto adopta systemthatwould allow for re-use
of asmary softwareelementsaspossiblein the subsequergcalingof systemsdo thefully experi-
ment. The developmentoolsweredesignedarounda distributed objectmodelbasecon CORBA
specificationandusingTCP/IPfor thecommunicationbetweerusercontrolson ahostcomputer
(eithera UNIX-type or Windows-NT platform)andtheprocessorg VME crates.Thedesignuses
aclient-serer protocolwith asener operatingon the VME processorsClient softwareis written
in Javaandsener softwarein c. TheVME processorsiseaUnix-like operatingsystemyVxWorks.
Usersdesigninterfacesfor control of individual boardsandsubsequentlyproducelava packages
and C-librariesasimplementations.The C-librariescontainthe atomic functionality neededo
interactwith the boards. At CDF, animplementatiorof the VITA VME standardsFISION, is
usedto accesdoardelementsrom the VME code. Performanceas adequategreatlyenhanced
by goodcodemanagemernbolsthatallowedfor portability betweerlocations.Mostimportantly
sincethe basicboardaccesservironment(VxWorks and FISION) are the sameasthouseused
duringtherun, the extensve librariesof board-leel codecanbe re-usedn subsequenievels of
development.

3 Integration and Implementation

Priorto operatiorof thefull DataAcquisitionSystemadistinctintegrationphases neededluring
which electronicsand softwareis broughttogetherat the experimentalhall to testtheir abilities
to interactappropriately The Data Acquisition Systemis designedto be partitionableso that
subsetof VME cratescanbe independentlyoperated.The critical elementof this systemis the
TriggerSysteminterface asetof VME boarddesignedo implementhecommunicatiorprotocols
betweerthe Trigger Systemand DetectorVME crates.Becausehe flow of datafrom the crates
is driven by thethe Trigger Systemthe partitionability of the systemis setby thatof the TSI. For
Runll, the CDF DAQ systemwill handleup to 8 partitions. Theseseparatgartitionsarecritical
for implementingmary different subsystemst the sametime and which sharemary common
resources All subsystemsring their hardware and developmentsoftware to Fermilabandrely
on theteststandnvironmnentsto checkbasicinteractionsn chains,or slicesof the experiment.
The next level of integration requiresthe coordinatedsequencingf operationsbetweenboards
andvalidatingtheir responseo signalsfrom the Trigger System.

Thesoftwarefacility designedo coordinateactivity amonghedifferentcrateds calledRun
Control. It is comprisedof a setof cooperatinglava-basedacilitiesthatareresponsibldor initi-
atingandreceving communicationsvith VME cratesandnon-VME basedsoftwarecomponents
(suchasmonitoringsystems).Run Controlis designedn a modularfashionsothat subsystems
canbe usedandtestedduringtheintegrationphaseanda naturalpathexiststo evolve towardthe
final systemcapabilities. The sequencingf data-takingoperationss the minimal capabilityand
is accomplishedy managingstatetransitionsfor eachpartition correspondingo a finite state
diagramthat describeghe particulardata-takingfunctionality Figure2 shaws the statediagram
correspondingo regulardatataking. The samefigure alsoformsthe GUI usedby operaors.

Transitionsbetweenstatesare accomplishedoy broadcastingappropriatemessagesnd
waiting for acknavlegementsWhenall relevantacknaviedgementsarereceved, the new stateis
consideredalid. A collectionof tasksresidenton the VME processorsreresponsibldor taking
the appropriateactionsfor a given messageConsiderabléhoughtwentinto choosingthe partic-
ular communicatioimplementation.For Runll at CDF, the TalarianSmartsockts packagevas
selected.lt relieson a publish/subscrib@rotocolwherecommunicationaretaggedby subjects
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Figure 1. State diagram for datataking and GUI control panel for its implementation. Active elements re-
spond by broadcast of relevant messages to system components.

to which softwaremodulescan”subscribe”. The packages reliableandscalesvell-animportant
consideratiorfor a systemof 150 crateCPU’s. With bindingsin both Java andC, it is matches
well with the pre-&isting boardlevel C-librariesandhost-sideJava code.CDF is currentlyin the

integrationphaseandthe structureis meetingthe needsof the experimentwell.

Figure 3 shaws the final designfor the Run Control System. Evolution towardsthe com-
pletesystemwill includetheimplementatiorof moresophisticatedesourcananagemenby Run
Control, including coordinatingexperimentalconfigurationdatafrom a databasdor experimen-
tal operationsa setof packagesiesignedo monitor sampleddatafrom the event stream,and
an automatecerrorhandlingcapability The monitoringof the event streamis accomplishedy
C++ processemtimately connectedvith the ROOT package.The systemis describecelsavhere
in this conference]]. Databasaeedsincludeaccesdo calibrationconstantsaand parameter®f
the experimentalhardware. CDF usesan Oracledatabasendsener. Run Controlrelieson the
jdbc Javafacility to make relevantqueriesto the databas@ndencapsulatéatain appropriatela-
va classes.Somepartsof the system(the Silicon Vertex Detectoy or SVX) requireanomolously
large amountsof data. For suchcasesRun Control hasthe ability to deleggatedatabas@ccesgo
dedicatedndependenprocessesor Brokers. It is anticipatedthat the DAQ systemwill benefit
from the capabilityto automaticallyrecognizewell known error conditionsin the systemandre-
spondaccordingly A candidateexampleis localizeddamageto flip-flops on the SVX front-end
chipswhich manifestdtself asa bit in a registerturningon or off. Undercertaincircumstances
it is desireableo detectsucha conditionandresetthe system.A highly automatederrorhandler
would be usefulbut a designdoesnot yet exist.
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Figure 2: Software components in design of Run Control.

4 Summary

Finally, anaspecbf the DAQ thathasnotyetbeendealtwith concernghelong-termmaintenance
of the system.The softwarethroughoutthe development,ntegration,andimplementatiorof the
systemhasbeendesignedvith aneyetowardsre-use.Thetime-sparbetweerthefirst development
codeandthe conclusionof the experiments a periodof nineyearswhichis muchlongerthanthe
time-scalefor cyclesof completelynew softwaretechnologiedo becomeobsoleteor emege. A
relatedissueis maintainingthe expertiseto keepthe systemup andoperational A featureof HEP
experimentsis the dichotomybetweenimplementingthe experimentalapparatusand analyzing
the results. The attentioneachreceves is often inversley related. This could be much more
problematidn thelongerscalemodernexperimentssuchasCDF.
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